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Project Goals: The KBase project aims to provide the capabilities needed to address the grand 
challenge of systems biology: to predict and ultimately design biological function. KBase enables 
users to collaboratively integrate the array of heterogeneous datasets, analysis tools and workflows 
needed to achieve a predictive understanding of biological systems. It incorporates functional 
genomic and metagenomic data for thousands of organisms, and diverse tools for (meta)genomic 
assembly, annotation, network inference and modeling, allowing researchers to combine diverse 
lines of evidence to create increasingly accurate models of the physiology and community dynamics 
of microbes and plants. KBase will soon allow models to be compared to observations and 
dynamically revised. A new prototype Narrative interface lets users create a reproducible record of 
the data, computational steps and thought process leading from hypothesis to result in the form of 
interactive publications. 
 
At the core of the KBase architecture is a set of rich data models and stores, scalable computing, and 
workflow management. Our KBase physical infrastructure is built on the successes of DOE investment in 
our national scientific cyber-infrastructure and therefore leverages enormous intellectual resources present 
in the DOE community. Building on ESNet allows us to construct a wide area network between the 
partner labs that enables a virtual hardware infrastructure. Our use of cloud-computing supports 
development of new tools and provides compute resources for production services. The acceptance of 
virtualization technology is growing, and the use of machine images produced by others is already visible 
in our core services. Additionally, machine images are now provided which contain multiple components 
of the KBase infrastructure and services. Cluster Computing has long been a critical part of biological data 
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analysis. In collaboration with computing centers created by the Office of Advanced Computing Research 
such as NERSC, our underlying cluster services can leverage these resources and scale to meet needs. 
 
KBase aims to power the next wave of biological research in DOE and beyond. Enabling these capabilities 
requires a software and hardware infrastructure that is integrated, extensible, and scalable. The architecture 
is designed to meet these needs and support  user functionality to visualize data, create models or design 
experiments based on KBase- generated suggestions. 
 
KBase is funded by the U.S. Department of Energy, Office of Science, Office of Biological and 
Environmental Research. 
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